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Temperature Control of a Regasification System for LNG-fuelled Marine
Engines Using Nonlinear Control Techniques
Gun-Baek So, Hyun-Sik Yi, Yung-Deug Son, and Gang-Gyoo Jin*

Abstract: This paper presents two nonlinear PID (NPID) controllers which control the glycol temperature of a
regasification system for LNG-fuelled engines. The NPID controllers have a parallel structure of the three nonlinear
P, I, D actions or the linear P, D actions and nonlinear I action. A nonlinear function is employed to scale the error
as input of the integral and implemented as a Takagi-Sugeno (T-S) fuzzy model. The controller parameters are
optimally tuned by using a genetic algorithm. Furthermore, the stability problem of the overall system is verified
based on the circle criterion. A set of simulation works is carried out to validate the efficiency of the two proposed
controllers.
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1. INTRODUCTION

Excessive use of fossil fuels resources is adding several
types of greenhouse gases which make the Earth warmer.
Emissions from ship’s exhausts contribute to global cli-
mate change, too. The International Maritime Organiza-
tion (IMO) has adopted regulations to reduce the emission
of air pollutants from international shipping, such as car-
bon dioxide (CO2), nitrogen oxides (NOx), and sulphur
oxides (SOx) under Annex VI of the 1997 MARPOL pro-
tocol [1, 2].

Meanwhile, large engine manufacturers, such as MAN
B&W and Wartsila, have been developing LNG-fuelled
engines [3, 4]. The use of liquefied natural gas (LNG)
requires special equipments which can handle cryogenic
temperatures (−162◦C) and designing technologies of
high-pressure dual fuel (HPDF) engines. HPDF engines
work on diesel cycle in gas mode. To use cryogenic LNG
as fuel, it has to be converted to gas at around 30-50◦C,
and this process is called LNG regasification.

Recently some studies have been done to control the
temperature of shell-tube type heat exchangers. Vinaya
et al. [5] proposed a discrete model predictive control al-
gorithm, and Pandey et al. [6] proposed a PI-type fuzzy
controller. Sivakumar et al. [7] investigated a method of
combining neurofuzzy control with the PID control tech-
nique, and Sarabeevi et al. [8] addressed the problem as-
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sociated with using a PID controller based on an internal
model.

However, many industrial processes are highly nonlin-
ear and their parameters change during operation. Al-
though a fixed-gain controller is effective in a limited op-
erating range, its performance degrades and may become
unstable in some cases when it is out of this range. This
problem can be solved, to some extent, by introducing
nonlinear elements in the PID control structure. Some
forms of nonlinear PID controllers have been studied for
industrial processes. They can be categorized into two
types. One is the nonlinear PID controller introduced by
Korkmaz et al. [9] and Isayed [10], whose gains are grad-
ually changed based on error and/or error rate. The other
is the nonlinear PID controller introduced by Seraji [11]
and Zaidner et al. [12], where a nonlinear gain in cascade
with a linear PID controller produces the scaled error. The
former makes it difficult to analyze the stability by using
three nonlinear gains and the latter has the disadvantage
of using a single nonlinear gain without consideration of
the characteristics of the three actions.

This paper presents two nonlinear PID controllers
which control the outlet temperature of glycol on the sec-
ondary loop of a regasification system for LNG-fuelled
engines. The nonlinear PID controllers combine the three
nonlinear P, I, D actions or the linear P, D actions and non-
linear I action. A nonlinear function, employed to scale
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Fig. 1. A regasification system for LNG-fuelled marine
engines.

the error, is described by a Takagi-Sugeno (T-S) fuzzy
model. The parameters of the proposed controllers are
tuned by a genetic algorithm (GA) from the viewpoint
of minimizing the integral of absolute error (IAE) perfor-
mance index. Since the introduction of a nonlinear func-
tion causes the stability problem of the feedback system,
it is analyzed using the circle criterion. To validate the ef-
fectiveness of the proposed methods, a set of simulation
works are performed.

2. A HEAT EXCHANGE SYSTEM

A regasification system for LNG-fuelled marine en-
gines is shown in Fig. 1.

The regasification system is divided into the primary
and secondary loops. After pumping cryogenic LNG
on the primary loop to approximately 250-300 bar, it is
heated in a high-pressure vaporizer to the gas state of
30-50◦C and this gas is then fed to the engine cylinder
through an injector. When LNG is vaporizing, it receives
thermal energy from glycol as an intermediate heating
medium. Meanwhile, on the secondary loop, the glycol
cooled down in the vaporizer is reheated by hot steam sup-
plied to the heat exchanger.

The objective of the proposed control schemes is to
maintain the outlet temperature of glycol by controlling
the amount of steam supplied to the heat exchanger on the
secondary loop. The transfer function of each subsystem
can be expressed as follows [7, 8]:

I/P converter and diaphragm valve

Gv(s) =
KipKv

1+Tvs
, (1)

heat exchanger

Gh(s) =
Kh

1+Ths
, (2)

Fig. 2. The proposed F-NPID controller.

disturbance

Gd(s) =
Kdis

1+Ths
, (3)

measurement sensor

H(s) =
Ks

1+Tss
, (4)

where Kip, Kv, and Tv are the constant of the I/P converter
(psi/mA), the gain (kg/sec·psi) and time constant (sec)
of the diaphragm valve, respectively; Kh and Th the gain
(◦C·sec/kg), the time constant (sec) of the heat exchanger;
Kdis the gain of the disturbance model; Ks and Ts the gain
(mA/◦C) and the time constant (sec) of the measurement
sensor, respectively.

3. CONTROLLER DESIGN

The proportional action grows or shrinks in proportion
to the error e. If a large proportional gain is maintained
even for a small error, excessive control can cause over-
shoot and oscillation. The derivative action also increases
or decreases in proportion to the error rate. If a large
derivative gain is kept even for a small error, control can be
sensitive to noise. Therefore, e should be properly reduced
when the response reaches around the set–point. Once a
large change in set-point occurs or a large disturbance ap-
plies, the integral of the error keeps increasing fast and
overshoot occurs. When the error is so small, the integral
action is still collecting error until it is large enough to
eliminate the steady-state error completely. The integral
of the error should be small action when the error is large,
and large when the error is small to avoid overshoot and
to remove offset quickly. Thus, the integral action should
be different depending on the size of the error. This can
be dealt by introducing a nonlinear function.

According to this fact, we propose two nonlinear PID
controllers that can give satisfactory response for the gly-
col temperature control of the heat exchanger.

3.1. The fully-nonlinear PID controller
One forms a combination of the nonlinear P, I, D actions

as shown in Fig. 2. Hereafter, this is called the fully-
nonlinear PID (F-NPID) controller. In Fig. 2, yr, y, and u
denote the reference input, measured output, and control
input, respectively; e the error which is defined as e =
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yr −y; upd and ui the outputs of the PD action and I action,
respectively.

The nonlinear PD action with a first-order filter is ex-
pressed by

w(t) = (k1 + k2)e(t)− v(t), (5a)

v(t) = Φ(e) = k(e)e(t), (5b)

Tf u̇d(t)+ud(t) = Kdẇ(t), (5c)

upd(t) = Kpw(t)+ud(t), (5d)

where ud is the derivative action; Kp and Kd the propor-
tional and derivative gains, respectively; Tf = Kd/(NKp)
the filter time constant; and the maximum derivative gain
N is an empirically determined constant and N = 10 is
used [14]. k(e) is a nonlinear gain, Φ(e) a nonlinear func-
tion which provides a nonlinearly-scaled error according
to e, and v(t) a scaled error.

By using a Takagi-Sugeno (T-S) fuzzy model [15] as a
nonlinear function, those preferred actions described be-
fore are possible. Φ(e) has the following form:

R1 : if e is F1, then Φ(e) = k1e, (6a)

R2 : if e is F2, then Φ(e) = k2e, (6b)

R3 : if e is F3, then Φ(e) = k1e, (6c)

where e is linguistic variable representing the error as an
input of the fuzzy system, Fi (i= 1, 2, 3) fuzzy sets defined
on e, and k1 and k2 are user-defined positive constants (0≤
k1 < k2). Meanwhile, the membership functions of F1, F2,
and F3 are given by (7)-(9):

F1(e) =


1, e ≤−3σ ,

− e/3σ , −3σ < e ≤ 0,

0, elsewhere,

(7)

F2(e) = exp
(
− e2

2σ 2

)
, (8)

F3(e) =


e/3σ , 0 ≤ e < 3σ ,

1, e ≥ 3σ ,

0, elsewhere,

(9)

where σ is the standard deviation of F2(e) and a user-
defined parameter. When the fuzzy sets are defined, they
are overlapped such that ∑3

i=1 αi > 0 is always true for all
e.

Given the input e, the final output Φ(e) of the fuzzy
system is inferred by

Φ(e) = (α1k1 +α2k2 +α3k1)e/(α1 +α2 +α3), (10)

where the weight αi implies the membership grade of e in
Fi(e). The shape of Φ(e) depends on k1, k2 and σ . Fig. 3
shows a graphic interpretation of the T-S fuzzy inference
system for a typical fuzzy singleton input e0.

Fig. 3. The T-S fuzzy inference system for obtaining
Φ(e).

Fig. 4. The proposed P-NPID controller.

The transfer function of the linear part from w(t) to upd(t)
yields

Gpd(s) =
Upd(s)
W (s)

= Kp +
Kds

1+Tf s
. (11)

For the nonlinear integral action, (12) is employed:

ui(t) = Ki

∫
v(t)dt, (12)

where Ki is the integral gain.

3.2. The partially-nonlinear PID controller
As can be seen in the previous subsection, the F-NPID

controller has 5 tuning parameters (Kp, Ki, Kd , k1 and σ )
if k2 is fixed to 1 later, so the degree of freedom is in-
creased rather than the conventional PID controller, but
tuning may be a burden. Focusing on the fact that the
proportional and derivative actions are static systems, but
the integral action is a dynamic system in which previous
errors are accumulated, the other controller employs the
the integral action in cascade with the nonlinearity Φ(e)
incorporating the linear P, D actions. On the other hand,
k1 and k2 are set to 0 and 1, respectively. Hereafter, this
is called the partially-nonlinear PID (P-NPID) controller.
Fig. 4 shows its simplified structure. In Fig. 4, Φ(e) is the
same function used in (6).

The overall block diagram that combines one of the pro-
posed controllers with the plant is depicted in Fig. 5.

3.3. Tuning of the NPID controllers
Controller tuning is a process of determining the NPID

parameters which generate the desired output. The NPID
controllers are off-linely tuned by a real-coded genetic al-
gorithm, hereafter called RCGA.
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Fig. 5. Overall feedback control system.

The RCGA processes a population of vectors of real
numbers which represent the parameters of the NPID con-
trollers. Arithmetical crossover and non-uniform mutation
[17] are used for crossover and mutation operators, respec-
tively. The RCGA starts off with a population of randomly
generated real vectors. In order to obtain the optimal pa-
rameter set which gives satisfactory response, the popula-
tion is evaluated by minimizing one of the following IAE
criteria:

J(Kp,Ki,Kd ,α,k1) =
∫ t f

0
|e(t)|dt, (13a)

J(Kp,Ki,Kd ,α) =
∫ t f

0
|e(t)|dt, (13b)

where t f is a sufficiently large time.

4. STABILITY ANALYSIS

In this section, circle stability theory is applied for the
stability analysis of nonlinear systems. The nonlinear sys-
tem in Fig. 5 can be decomposed into a linear block G(s)
and a nonlinear block Φ as shown in Fig. 6. Here, yr is
considered as constant or zero and disturbance d as zero
for convenience.

The linear transfer function G(s) in the case of the F-
PID controller is then

G(s) =
Gv(s)Gh(s)H(s)[Ki − sGpd(s)]

s[1+(k1 + k2)Gpd(s)Gv(s)Gh(s)H(s)]

=
NF(s)
DF(s)

, (14)

where NF(s) = Gv(s)Gh(s)H(s)[Ki − sGpd(s)], DF(s) =
s[1+(k1 + k2)Gpd(s)Gv(s)Gh(s)H(s)] and deg(NF(s)) <
deg(DF(s)).

And G(s) in the case of the P-PID controller is

G(s) =
KiGv(s)Gh(s)H(s)

s[1+Gpd(s)Gv(s)Gh(s)H(s)]

=
NP(s)
DP(s)

, (15)

where NP(s) = KiGv(s)Gh(s)H(s), DP(s) = s[1 +
Gpd(s)Gv(s)Gh(s)H(s)] and deg(NP(s))<deg(DP(s)).

Fig. 6. Equivalent feedback control system.

Definition 1: A memoryless function Φ : ℜ → ℜ is
said to belong to the sector [k1,k2], if there exist two non-
negative numbers k1 and k2 (k2 > k1) such that

k1e ≤ Φ ≤ k2e, ∀e ∈ ℜ. (16)

In (16), Φ(0) = 0 and the relationship of Φ · e ≥ 0 is
always true. Geometrically, Φ ∈ [k1,k2] exists between
the two straight lines k1e and k2e, that is, it exists in the
first and third quadrants, as shown in Fig. 6.

Theorem 1: Consider the T-S fuzzy system in (6). If
0 ≤ k1 < k2, then the mapping of the T-S fuzzy system
Φ(e) belongs to the sector [k1,k2].

Proof: From the result of the fuzzy inference in (10)
and the fact that α1 +α2 +α3 ̸= 0, clearly we have

Φ(e)≥ α1k1 +α2k1 +α3k1

α1 +α2 +α3
e = k1e,

and also

Φ(e)≤ α1k2 +α2k2 +α3k2

α1 +α2 +α3
e = k2e.

Since we have k1e ≤ Φ(e)≤ k2e, hence Φ(e) ∈ [k1,k2].
□

As typical cases, if k2 is set to 1 for the F-NPID con-
troller, Φ(e) ∈ [k1,1], and if k1 and k2 are set to 0 and 1,
respectively for the P-NPID controller, Φ(e) ∈ [0,1].

Theorem 2: Consider the feedback system in Fig. 6
where G(s) is stable (i.e., it has all its poles in the left half-
plane with one pole at the origin) and Φ ∈ [k1,k2], k1 <
k2. Then, the system is absolutely stable if the following
condition is satisfied:

Re
[

1+ k2G( jω)

1+ k1G( jω)

]
> 0, ω ∈ ℜ. (17)

Proof: Theorem 2 can be proved by using loop
transformation, a Lyapunov function and the Kalman-
Yakubovich-Popov equations. See [16].

Lemma 1: Consider the system in Fig. 6 where G(s)
is stable and Φ ∈ [k1,k2]. Then, the system is absolutely
stable if one of the following conditions is satisfied:

1) If 0 < k1 < k2, then the Nyquist plot of G( jω) does
not penetrate the disk D(k1,k2) having as diameter the
segment [−1/k1,−1/k2] located on the x-axis.
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Fig. 7. Geometrical representation of the sector [k1,k2].

2) If 0 = k1 < k2, then the Nyquist plot of G( jω) is lo-
cated on the right of a vertical line defined by Re(s) =
−1/k2.

Proof: Suppose that G( jω) = u+ jv. In the case of
0 < k1 < k2, equation (17) can be rewritten as:

Re
[

1/k2 +G( jω)

1/k1 +G( jω)

]
=

(1/k2 +u)(1/k1 +u)+ v2

(1/k1 +u)2 + v2 > 0.

Rearranging the above inequality with the fact that the de-
nominator is never zero yields

[u+
1
2
(

1
k1

+
1
k2
)]2 + v2 > [

1
2
(

1
k1

− 1
k2
)]2.

This inequality implies that the Nyquist plot of G( jω)
locates the outside of the circle with the center of
−0.5(1/k1+1/k2)+ j0 and a radius 0.5(1/k1−1/k2) and
never enter the disk D(k1,k2), shown in Fig. 8(a).

In the case of 0= k1 < k2, equation (17) can be rewritten
as

Re [1+ k2G( jω)] = 1+ k2u > 0.

Rearranging the above inequality yields

ReG( jω) = u >−1/k2.

□
This inequality implies that the Nyquist plot of G( jω)

lies to the right of a vertical line defined by ReG( jω) =
−1/k2, shown in Fig. 8(b).

To demonstrate that the F-NPID control system in Fig.
5 is absolutely stable, applying the parameters in Table 1
and Table 2 to (14) gives NF(s) = −3.451s2 − 0.576s+
0.006 and DF(s) = s5 +60.243s4 +27.943s3 +9.397s2 +
1.157s. It can be easily verified that G(s) has five stable
poles at 0, −59.778, −0.184, and −0.140± j0.292. We
can apply the first case of Lemma 1.

Clearly, the choice of k2 may not be unique. The
Nyquist plot of G( jω) shown in Fig. 9 is on the right of
the vertical line Re( s) = −0.561. Therefore, −1/k2 =
−0.561, that is, k2 = 1.783. This means that the system
is absolutely stable for all values of k2 less than 1.783.

(a)

(b)

Fig. 8. Disk D(k1,k2) and Nyquist plot of G( jω).

Fig. 9. Nyquist plot of G( jω).

Hence, we can conclude that the feedback system is abso-
lutely stable for all nonlinearities Φ ∈ [0.895,1].

In the case of the P-NPID control system in Fig. 6,
applying the parameters in Table 1 and Table 2 to (15)
gives NP(s) = −0.338× 10−3s+ 0.019 and DP(s) = s5 +
57.865s4 + 26.834s3 + 6.350s2 + 0.690s. G(s) have five
stable poles at 0, −57.400, −0.212, and −0.127± j0.202.
We can apply the second case of Lemma 1.

The Nyquist plot of G( jω) shown in Fig. 10 is on
the right of the vertical line Re(s) = −0.255. Therefore,
−1/k2 =−0.255, that is, k2 = 3.922. This means that the
system is absolutely stable for all values of k2 less than
3.922. Hence, we can conclude that the feedback system
is absolutely stable for all nonlinearities Φ ∈ [0,1].

5. SIMULATION RESULTS

A set of simulation works are performed to verify the
effectiveness of the proposed methods on the plant with
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Fig. 10. Nyquist plot of G( jω).

Table 1. Parameters of the plant.

Parameter Value
Kip 0.75 psi/mA
Kv 0.4/3 kg/sec.psi
Tv 3 sec
Kh 12.5 ◦C.sec/kg
Th 30 sec
Ks 0.2 mA/◦C
Ts 10 sec

Kdis 1

Table 2. Tuned controller parameters.

Method Gains Remarks
Kp Ki Kd

F-NPID 34.671 0.339 207.249 σ = 0.370, k1 = 0.895,
k2 = 1

P-NPID 39.289 1.215 225.502 σ = 0.175, k1 = 0, k2 = 1
S-NPID 46.808 1.336 108.338 k0 = 0, k1 = 1, k2 = 1

Z-N 44.882 3.122 161.296 Ku = 76.3, Pu = 28.8
T-L 34.682 0.548 158.270

the parameters in Table 1. The results are then com-
pared with those of the Seraji [14], Ziegler-Nichols (Z-N),
and Tyreus-Luyben (T-L) methods. An optimal tuning of
the Seraji and proposed NPID controllers are done by a
RCGA.

The linear PID controller gains are tuned based on in-
ducing ultimate vibration. The ultimate gain Ku and the
ultimate period Pu are 76.3 and 28.8, respectively.

5.1. Response to set-point (SP) change
During warming-up, an operator preheats the coolant,

lubricant, and fuel oil to the desired temperatures to pre-
pare the engine for startup. In the case of LNG-fuelled en-
gines, the temperature is gradually increased over time be-
cause the liquid LNG must be raised slowly to the normal

Fig. 11. Responses of the four methods when the SP is
step-wisely changed from 38 to 40◦C.

Table 3. Quantitative comparison of the SP tracking per-
formance.

Method SP tracking performance
tr tp Mp ts IAE

F-NPID 5.955 14.750 32.869 38.965 18.327
P-NPID 5.834 14.300 38.113 36.130 18.463
S-NPID 20.598 149.950 0.341 39.524 25.341

Z-N 5.801 19.850 131.651 102.546 68.891
T-L 5.818 15.750 51.926 64.504 26.315

temperature of 30-45◦C in the gas state. At this time, the
controller must ensure that the output follows the changed
SP well. To check the SP tracking performance of the
proposed controllers, a test of changing the SP to 40◦C
while the output temperature is maintained at 38◦C was
conducted and the result was compared with those of the
other methods.

Fig. 11 shows that the proposed methods give better
performances in terms of both swiftness and closeness of
responses. The response of the Z-N method is the poorest,
whereas the Seraji method shows a long rise time. For
quantitative comparison, the rise time tr = t90 − t10, peak
time tp, overshoot Mp, 2% settling time ts, and the integral
of absolute error (IAE) were calculated and listed in Table
3. It can be clearly seen that the proposed methods exhibit
smaller overshoot and reduced rise time and settling time
than the other methods.

5.2. Response to disturbance changes

Once the warming-up process finishes, an operator no
longer changes the SP and sets the controller to running
mode. After that, the role of the controller is to make the
output temperature return to the SP as quickly as possible
whenever there is a disturbance. While the system is oper-
ating at 40◦C, a simulation of changing the temperature of
glycol returning to the heat exchanger from 30◦C to 35◦C
is performed. Fig. 12 shows the responses. Fig. 12 shows
that the proposed methods provide more improved perfor-
mances as compared to the other methods.
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Fig. 12. Responses when a step-type disturbance is ap-
plied (d = 30 → 35◦C).

Fig. 13. Responses of the four methods when the SP is
step-wisely changed from 35 to 40◦C with Gaus-
sian noise N(0,0.012).

5.3. Response to noise rejection
A simulation was carried out to verify the performance

of the proposed controllers in the presence of noise. It
was assumed that there were noises in the range of −1.2-
1.2◦C when the outlet temperature of glycol was measured
through a sensor. Fig. 13 shows that the proposed meth-
ods have a little change in responses, but the responses of
the other methods are severely distorted due to the ideal
derivative action.

5.4. Response to parameter changes
Next, the sensitivity of the system to parameter changes

was verified. It was assumed that the gain Kh and time
constant Th of the heat exchanger change most severely.
A simulation of increasing and decreasing these values
by around 10% of the nominal value was performed (see
Figs. 14-15). It is shown in the Figures that the proposed
methods are less sensitive to the parameter changes than
the other methods.

6. CONCLUSIONS

In this study, the two NPID controllers were proposed
to control the outlet temperature of glycol by throttling a
diaphragm valve installed in the LNG regasification sys-
tem. A nonlinear function implemented by the T-S fuzzy
model plays the role of continuously scaling the error of

Fig. 14. Response comparison to parameter changes
(Kh = 12.5 → 13.75, Th = 30 → 33) while yr =
35 → 40◦C.

Fig. 15. Response comparison to parameter changes
(Kh = 12.5 → 11.25, Th = 30 → 27) while yr =
35 → 40◦C.

as an input of the P, I, D actions so that the proposed con-
troller can maintain satisfactory control performance de-
spite environmental changes.

The controller parameters were tuned using a RCGA.
To validate the proposed methods, the set-point track-
ing performance, less sensitivity to noise and parame-
ter changes, and disturbance rejection performance were
measured. Furthermore, the circle criterion was utilized
to analyze the absolute stability of the nonlinear feedback
system. The simulation results showed that the proposed
controllers outperformed all the other methods and the
performances of the F-NPID controller are slightly bet-
ter than those of the P-NPID controller. However, in the
case of the F-NPID controller, two more parameters than
the conventional PID controller and one more parameter
that P-NPID controller may be a burden for tuning and the
maximum range of k2 for absolute stability is slightly low-
ered to 1.783, while that of the F-NPID controller is 3.922.
It could be seen that the P-NPID controller was more ef-
fective in terms of implementation, tuning and stability at
the expense of the performance.
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